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Abstract”

In recent decades, instructional computer programs and websites have become increasingly prevalent.
Programmers, academics, and free-lance computer professionals have all begun to create what they tout to be
instructionally sound products that will help people learn. Many of these products however, are rarely evaluated on
any level for various facets of their design. When they are evaluated, it is usually either to gather information about
the navigability or functioning of the hardware/software, or even less frequently, to assess how well people have
acquired the skills and mowledge taught in the program.

As the value of media-delivered information is increasingly emphasized as a powerful instructional tool,
user knowledge gains are becoming more frequently investigated. Formative evaluation technigues that assess
learning are often employed. While it is important to appraise this aspect of an instructional program or website, it
is also necessary to investigate the functionality of the electronic characteristics of the same program. Heuristic
evaluation technigues are rapidly becoming the evaluation method of choice to assess this aspect of instructional
programs. Unfortunately, the two areas - functionality and learning - are rarely both assessed within the same
evaluation due to time, money, and methodological constraints.

While the growing popularity of media-based instructional programs has advanced instructional design
and development techniques, equally efficient and effective evaluation methodologies to correspond to this new
manner of instructional design have fallen behind. Current evaluation techniques for electronically delivered
instruction are either poor in their methodology or incomplete in their design. Often, all pertinent aspects of
instructional programs are not assessed and the learner is left with only a partially-sound fori of instruction. A
new type of evaluation therefore needs to evolve to keep current with new design and development strategies. A
hybrid of heuristic and formative evaluation is proposed.

"Evaluation is a discipline inquiry to gather facts and other evidence that allow an evaluator to make
assertions about the quality, effectiveness or value of a program, a set of materials, or some other object of the
evaluation in order to support decision making” (Cummings, 1998). As such, evaluation techniques and
methodologies exist in many different fields, and are performed on a wide variety of materials, programs, and
products. While evaluation in its purest concept adheres to Cummings (1998) definition, particular types of
evaluation are performed with specific goals in mind, using unique methodologies. Heuristic and formative
evaluations are among the two more prevalent methods used in the field of educational technology at present.

Heuristic Evaluation

Heuristic evaluation is a type of usability testing. Usability testing has its roots in classical experimental
methodology (Rubin, 1994) and has experienced popular application in the field of engineering. It is a systematic
way of evaluating the functionality of a product (usually electronic) by observing users and recording information
about areas of difficulty and ease within a program (Dumas & Redish, 1993). Dumas and Redish (1993) describe
five characteristics of every usability test as follows: 1) the primary goal is to improve product usability, 2)
individual usability tests also have unique goals that are determined based on specific needs, 3) testing evaluators
are actual users, 4) testing evaluators perform authentic tasks, 5) problem areas are revealed through data analysis
and modifications are recommended.

Commonly, usability testing is not implemented in its purest form (Nielsen 1993; Whiteside, Bennett, &
Holtzblatt, 1988). Costs for full-scale usability tests are perceived to be very prohibitive (Nielsen, 1994), and their
methodologies very complex (Belotti, 1988). A simplified method of usability was therefore developed by Nielsen
in 1989 called "discount usability engineering" (Nielsen 1989b, 1990a, 1993). One of the most popular types of
discount usability engineering is termed "heuristic evaluation.”
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Heuristic evaluation (Nielsen 1994) engages a small set of evaluators, usually three to five, to examine an
interface and assess its adherence to a prespecified set of usability criteria, or "heuristics”. Each evaluator
progresses through a program individually and either records their findings in writing or verbalizes them to an
observer who is present during each session. If an observer is present, he/she is also allowed to assist the evaluator
in navigating the site if necessary or to answer other questions that may arise. A debriefing session may also occur
at the end of each evaluation session to gather more information. After all the evaluators have completed their
sessions, the data is then analyzed and items needing to be revised are identified.

Formative Evaluation

In ‘many respects, heuristic evaluation is not unlike formative evaluation as classically defined in the
educational technology literature. Coined in 1967 by Michael Scriven, the term formative evaluation is viewed as a
means of identifying areas of modification in the development of educational materials through the collection and
analyzation of data from the target population. This is different from "summative evaluation" which occurs after
development in order to determine effectiveness (Smith & Ragan, 2000).

Dick and Carey (1996) propose three phases to formatively evaluating instructional materials. These are
the one-to-one or clinical evaluation, the small-group evaluation, and the field trial. The one-to-one evaluation stage
occurs individually with one to three learners who are representative of the target population. Ideally the three
consist of one high-ability, one medium-ability and one low-ability learner. The one-to-one evaluation is utilized in
order to identify any factual errors in the instruction and to obtain initial reactions and indications of performance
improvement. Questionnaires regarding learner attitudes are generally used as the main data collection instrument.

Once the instructional materials have been revised according to the information gathered from the one-to-
one evaluation, a small group evaluation should be performed with approximately eight to twenty learners. Again,
these learners should be representative of the target population as much as possible. Learners should be selected at
random so that your results can be generalized to the entire population. Two primary purposes for the small group
evaluation are to 1) determine the effectiveness of changes made following the one-to-one evaluation, and 2)
identify any remaining learning problems that learners may have. In this phase, leamer performance scores on
pretests and posttests are typically used to evaluate instructional effectiveness. Attitudes toward the instruction are
evaluated through questionnaires or follow-up interviews.

The field trial is the final formative evaluation phase that Dick and Carey (1996) discuss. It involves the
participation of a randomly sampled group of about thirty individuals who are representative of the target
population. It is used to determine the effectiveness of the changes resulting from the small group evaluation and
whether the instruction can be used in the context for which it is intended. Much like a dress rehearsal, it provides
the last chance to identify and remove any remaining errors or problems. There are many similarities between the
field trial and the small group evaluation. The main difference between the two evaluation processes is in the actual
authenticity of the materials, learners, procedures, instructors and setting. The field trial should mirror the intended
instructional experience as much as is possible.

Several similarities exist between heuristic and formative evaluation. Some experts consider formative
evaluation to be the underlying blueprint for heuristic evaluation (Hix & Hartson, 1994). The two methodologies
also appear to have similar goals. They both use data collected from a target population in order to make
recommendations regarding modifications to a specific product or material in the design and development phases of
creation. Both employ the use of surveys, observations, interviews, and various other data collection instruments
and techniques. However, despite apparent similarities, there do exist fundamental differences between the two.
Formative evaluation primarily focuses instructional and learning strategies, as evidenced by the use of pretests and
posttests. Heuristic evaluation concentrates more on the usefulness of a product, i.e. the user interface, navigation
issues, etc.

In 1987, Patterson and Bloch called for formative evaluation to be conducted during the development of
computer-assisted instruction (CAI). In their article, they propose investigating learning gains, user attitudes,
interface and navigation issues utilizing Dick and Carey's (1996) three phases of formative evaluation as a structure.
These areas of investigation within educational media products still remain of utmost importance today. However,
with the advent of the Internet and the World Wide Web (WWW), as well as the ever-increasing rapidity with
which electronic educational products are produced, the implementation of the methodology Patterson and Bloch
(1987) propose is impractical in the currently fast-paced realm computerized instruction.

A methodology that would perhaps serve the needs of efficiency, practicability, and still investigate
learning, attitudes, interface and navigation therefore needs to be created. The present work attempts to address
such a problem with the development and testing of a new method. It consists of a combination of heuristic and
formative evaluation techniques. In 1997, Corry, Frick, and Hansen incorporated usability testing techniques into
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the development of university informational website. They used many facets of heuristic evaluation as the structure
of their investigation. According to their results, this was a very efficient method for exploring interface, navigation,

* content and some attitudinal issues. Learning, however, could not be measured as the site was informational and not

instructional.

The purpose of the present study was to further investigate the use of heuristic evaluation, in conjunction
with formative evaluation, as a methodology for assessing instructional websites. Through this type of mixed
methodology, not only can attitudes, user interface, and navigation issues be explored, learning and instructional
strategies can be investigated as well. An evaluation of this nature, illustrating the proposed methodology, is
described in the case study that follows.

Method
Participants

Participants in the study were five students at an urban university in or prior to their first semester in a
graduate programme in education. All participants will soon be formally enrolled in a required Human Performance
Technology course and participated in the study because the instructional program used in it covers content
regularly taught in the course. Although the site content was required course material, the evaluation sessions were
several hours long and it was decided that evaluators would be paid a small stipend for their time.

Materials

The instructional materials were designed to teach various Human Performance concepts, including needs
analysis, instructional design, and formative and summative evaluation. Actual course content and activities were
adapted into an interactive instructional website for the study. The site was created initially with the intention of
supplementing an on-site course. The long term goal of the website is to have it serve as a stand-alone, distance-
delivered web course.

The site contained a total of 10 instructional modules, a homepage (including the course syllabus and
navigation information), and a sitemap. Eight of the ten modules contained multiple-choice and/or constructed-
response practice-with-feedback activities. The remaining two modules were solely informational. For the current
purposes, the site is supplemental to the on-site Human Performance Technology course. In future, it will be used as
the basis for a distance version of the same course. The current URL for the site is
http://doe.concordia.ca/etec512_712/index.html

The website contained three overall course objectives and 23 learning objectives. 16 of these objectives
were short-term and to be completed within the site, while seven of the objectives were subobjectives of the long-
term course objectives. Each of the objectives was taught through a number of screens which presented instruction,
five practice-with-feedback items (for the short-term objectives), summaries, and reviews. Seven objectives
required selected responses in a multiple-choice format and nine required constructed responses. Practice items
consisted of multiple-choice questions with two-to-four response choices for the seven selected-response objectives.
For the constructed-response items, participants typed their answer in a field and pressed a submit button. In the
next field a sample answer appeared to which participants compared their answer. The site was unable to track each
participant's progress by recording response choices due to the inability of the university server to support the
necessary interface.

Learners could advance through the site by selecting links to modules from the menu or site map. Once in
a module, they could choose to view any screen by selecting a link from a table of contents, or they could simply
advance in a linear fashion by clicking "previous” or "next" buttons that appeared on each screen. As the site was
programmed to work on either a PC or a Macintosh platform, learners were also able to progress through the site
using the navigation options within the web-browser they were utilizing.

Procedures

Prior to engaging in the evaluation of the instructional website, it was ascertained that participants were
graduate students in the department of education, who were enrolled in a degree programme. The participants also
must not have taken the Human Performance Technology course prior to evaluating the website. These were the
only prerequisites necessary for learners to be able to evaluate the website. Permission was given by the participants
to video-tape each evaluation session in case the tapes of the sessions had to be reviewed for data gathering
purposes.

During each session, each participant was then stationed at a computer terminal and given access to the
website. He or she was presented with a list of heuristics and instructed to record errors and respond to the various
heuristics while progressing through the site. Participants were also asked to verbalize their thoughts and questions
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while utilizing the program (Smith & Wedman, 1988). A researcher sat beside each participant, recording
observations as he/she advanced through the site. The researcher answered any questions that arose

regarding navigation or content, although he redirected the participants to try to answer content-related questions by
referring to the site. Also, the participants were asked questions in response to their comments in order to probe
more deeply into the nature of participant statements. Full learner control was given to the participants due to the
fact that they could progress through the site at any pace they chose, viewing any screens at any point, with the only
restriction being that they must complete all the practice activities that correspond to the short-term objectives.

As the stated previously, the university server would not support any interface that would allow tracking or
recording of participant progression through the site, so another method was devised to record student responses to
the practice items. After each practice set, the researcher copied and pasted participant answers to the practice items
into a separate word document. Correct or incorrect answers to the multiple-choice items were indicated,
whilestatements from the participants as to the correctness of their answers in comparison to the sample answers for
the constructed-response items were also recorded.

Overall, it took each participant approximately 11 hours to complete the evaluation of the website, As the
evaluation was time consuming, participants completed the activity in several sessions which varied in length
according to their individual preferences and schedules. Upon completion of the evaluation, each participant was
interviewed in a short debriefing session to get any last impressions or thoughts he or she may want to communicate.
A paper-and-pencil survey regarding attitudes toward the website, perceived future usefulness, and areas of
modification was also administered at this time and participants returned the survey prior to leaving the session.

Criterion Measures

Learner achievement was measured through performance on the practice items. The 35 multiple-choice
items were scored either one or zero, and the 45 constructed-response items were scored either two (completely
correct answer), one (partially correct answer), or 2ero (no answer or incorrect answer) according to a scoring key
developed by the experimenters. Thus, the maximum possible score on the practice items was 125.

The 32-item attitude questionnaire assessed participants’ satisfaction with the material, their perceived
future usefullness of the skills learned in the site, and suggestions for modifications. The attitude questionnaire,
containing 12 three-choice Likert-type items, seven yes/no items, and 13 constructed-response items, was
administered immediately after participants completed the instructional program. A sample item from the attitude
questionnaire is below:

Circle how much you liked each of the activities listed below.

4. Receiving feedback that asked you to 1 liked 1 liked 1 did not
compare your answers to a sample this a lot this OK like this
answer.

Responses to the list of heuristics were open-ended. There were five catagories in which to respond,
including site content, site navigation, graphical appropriateness, readability, and communication venues. A sheet
where general errors were recorded was included. Sample heuristics are presented below:

Please provide specific feedback (positive and/or negative) on the HPT website regarding the following:
e Site content (information, samples/examples, practice items, answers to practice items, links/resources)
e Site navigation (interface, platform conventions, i.. buttons, etc., menubar, site map, navigation instructions)

Researcher observations to the think-aloud protocols were recorded per individual participants, per session.
Obscrvations were made in a variety of catagories. These catagories were quite similar to the heurstics and included
site content, site navigation, graphical appropriateness, readability, and communication venues. Observations on
learning and attitudes were also recorded.

Data Analysis

Calculation of simple mean scores for the practice items, individually and collectively, were tabulated to
indicate achievement. Responses to the attitude survey were tallied and, for the open-ended items, categories of
responses were created. Categories of reponses were also created to calculate data on the debriefing responses,
heuristic lists and researcher observations.

Results

Achievement
Mean overall practice item scores per instructional objective are shown in Table 1. Within the
“Interventions” module of the Web site, participants scored differently on the two module objectives. Although
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participants scored relatively high when asked to classify performance solutions as instructional or non-instructional
using a forced-choice format (84%), they scored significantly lower (46%) when prompted to offer possible
solutions to given case scenarios using an open-ended question format. Another noteworthy result occurred within
the “Practice and Feedback” module of the Web site. When prompted to identify appropriate practice activities for
given objectives using a forced-choice format, a perfect mean overall score occurred (100%). Asked to write
appropriate practice activities for given objectives, overall participant score lowered significantly (60%). The trend
of participants scoring highly on closed-ended questions does not continue with the practice items score from the
“Sequencing” module. Participants were presented with various course or workshop and asked to identify their
pedagogical components. Participants answered all prompts incorrectly, resulting in an overall mean score of zero
(0%). The overall percentage scores of participants ranged from 61.6% to 68.8%, with a mean overall percentage
score of 65.3%.

Table 1
Mean Overall Practice Item Scores per Instructional Objective
Mean
Instructional Objectives Score
%

Classify performance solutions as instructional or non-instructional. 84%
Offer possible solutions to given case scenarios. 46%

Develop sections of responses to given proposal scenarios. 58%
Given various data sets from a needs analysis, develop recommendations based on your conclusions 68%
from the data.
Develop sample data collection items from given case scenarios. 68%
Identify well-written instructional objectives . 92%
Write instructional objectives. 66%
Identify appropriate assessment items for given instructional objectives. 88%
Identify well-written assessment items. 2%
Write appropriate assessment items for instructional objectives. 80%
Identify appropriate practice activities for given objectives. 100%

Write appropriate practice activities for given objectives. 60%
Identify the pedagogical components, given various courses or workshops. 0%

Determine whether the evaluations described in given scenarios are formative or summative. 92%
Design a methodology and state the instruments to be used for the type of evaluation indicated in given 76%
scenarios.

Note:  Total number of Participants = 5.

Attitudes
When asked to indicate liking of activities, participants responded positively to receiving feedback that

asked to compare their answers to sample answers, with a majority of participants (80%) saying they liked the
activity “a lot”. When asked to indicate the importance of activities, all participants (100%) answered that both the
reading material presented and relating the information in the Web site to future, practical applications was
extremely important. A majority of participants (80%) answered that completing the practice exercises in the
module were extremely important.

All participants (100%) did not believe the Web site was too hard for them to understand and complete. All
participants (100%) also responded that they were able to successfully compare their answers to the sample answers
and they learned important techniques that would be of value in the real world. A majority of participants (80%)
found the practice exercises helpful, were able to successfully navigate the Web, relate the information presented to
previous leamning experiences and felt they would be able to apply what they learned in the Web site to a real world
setting. When prompted for the most preferred topic of the Web site, participants mentioned the *“Needs
Assessment” module the most stating it was relevant, informative and easy to understand. When prompted for the
least preferred topic, participants mentioned the “Objectives and Assessment” module the most, stating the practice
items as the deciding factor.

Al
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Heuristic Commentaries

Participant commentaries per heuristic are shown in Table 2. When asked to remark about the content of
the Web site, participants mentioned its unclear and/or confusing wording the most (31% of total heuristic
comments made). Despite this, participants also stated that the Web site was clear and useful information was
provided (25% of total heuristic comments made). Participants were satisfied with navigation issues (32% of total
heuristic comments made). The graphics and reading level was judged as appropriate for the target audience (52% of
total heuristic comments made). When prompted for errors within the Web site, the majority of statements (54% of
total heuristic comments made) indicated grammatical errors in the content. The grammatical errors may also be a
factor in participants stating that the content was confusing (19% of total heuristic comments made).

Table 2

Participant Commentaries per Heuristic

Heuristic Number of Responses
Content

Unclear or confusing wording. (10)
Clear and useful information provided. (8)
Examples with feedback very helpful. (6)
Inconsistent presentation of content. @)
Insufficient information provided. 4)
Navigation )

Satisfied with navigation issues. 8)
Inconsistent presentation of content %)
Poor design issues. ©)]
Attractive site layout. )
Non-working functions. 1)
Graphics and Reading Level

Appropriate reading level. an
Text cut off on screen. 4)
Insufficient graphics. 2)
Confusing language used. )
Poor design detracts from learning. )
Communication Avenues

Hyperlinks useful. 5)
Sufficient for site. 4)
Miscellaneous 3)
Other

Miscellaneous 6)
Sufficient practice and feedback. 3)
Informative content. 1)
Poor design. )
Poorly written content. )]
Errors

Grammatical errors. (60)
Confusing content. 21
Formatting errors. 080
Layout/design errors. 8)
Miscellaneous 5)
Non-working functions. 2)
Observations

When prompted for comments related to navigation of the Web site, many related to the poor
interface/layout design of the Web site. Participants were also vocal about the poor presentation of the content when
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asked about the graphics and reading level. Many comments about the communication avenues within the Web site
mentioned the its high-level access to information (within the site and links to external information sources.) The
majority of comments relating to errors in the site related to inconsistent design features and confusing presentation
of its content. When asked about the learning and instruction aspects of the Web site, most comments referred to the
relevant practice and feedback examples.

Recommendations

Data from achievement on the practice items indicate that participants learned approximately 65% of the
content included in the website. This would indicate that while the website appears to be an effective supplement to
a course in human performance technology, it cannot at the present time be used as a stand-alone distance delivered
web course. An investigation of scores per objective reveals that while participants generally attained successful
scores on the selected-response practice items, scores were marginally lower on the constructed-response questions.
Participants scored below 60% on objectives where they had to offer solutions to case scenarios, develop proposal
sections, and write practice activities. The lowest achievement score however occurred where participants had to
identify pedagogical components of an instructional design package. Attitude responses indicated that the directions
for this section were unclear and that may account for the 0% success rate with these items. Conversely, attitude
data also revealed that participants thought they were quite successful in comparing their answers to given sample
answers. This may mean that they thought they scored well on these items but actually did not, or that they were
successful in estimating that the answers they created were incorrect compared to the sample. What is clear from
this data is that several of the constructed-response practice items need to be modified and that the directions for the
practice items on pedagogical components need to be clarified.

Participant attitude data indicated that overall, participants like the site and thought that many of the
activities in which they engaged were important. As well, participants responded that the material they learned
would be useful in a “real world setting” and the skills they learned could be transferred to situations outside of the
web environment. This data is revealing regarding future student potential to engage in learning the information in
the website. Distance-delivered web-courses classically suffer high attrition rates. One factor that this is attributed
to is motivation level. If students appear to like the website described in this study, as well as see value and
transferability in the material, then it is likely that at least motivationally, the site would be a success ifitisused as a
stand-alone course. As a course supplement, attitude data indicates that it is more than engaging motivationally.

Heuristic response data was successful in indicating various errors within the website. The specific errors
were not indicated here as they were not deemed of interest or import to anyone beyond the developers. What is of
interest however is the fact that the technique of using five evaluators was successful in finding and documenting
various website errors. Further, more general heuristic data revealed that while the reading level within the site was
appropriate, the way certain concepts were presented was confusing and needs to be clarified for future use.
Navigation issues did not appear to be of great concern as participants responded positively to the methods and
venues provided for navigation within the site.

Finally, participant think-aloud responses further iterated the need for clarity of language within the site by
requesting more examples and information on presented concepts. Participants also requested that more graphics
and charts be included in the site. It could be presumed that this is for visual appeal, but it would also be that the
increased level of appropriate charts and graphics will facilitate further explanation and clarity of concepts. Finally,
while heuristic data revealed no problem areas within navigation, think-aloud response data indicated a modification
to the menubar and “previous” and “next” buttons. Participants st ated that page numbers as well as modules should
be included on the main menubar to more easily enable users to move from one point in the site to the next.

Overall, it is clear that with some modification, the current website for this study will be an appropriate
supplementary source for an onsite course in human performance technology. However, issues with respect to user
learning gains need to be addressed before the site can be utilized as a distance delivered course. Further, the
evaluation methodology utilized within this project appears to be highly successful in indicating navigation,
attitudinal, informational and motivational issues within instructional websites. It is however still not clear as to
how accurately learning gains can be measured using the same methodology. Further investigation of the
methodology altering the number of participants used to measure learning gains is recommended in the future.
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